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Abstract: Network technology is the basis for large-scale high-efficiency network computing, such as supercomputing, cloud
computing, big data processing, and artificial intelligence computing. The network technologies of network computing systems
in different fields not only learn from each other but also have targeted design and optimization. Considering it comprehensively,
three development trends, i.e., integration, differentiation, and optimization, are summarized in this paper for network technologies
in different fields. Integration reflects that there are no clear boundaries for network technologies in different fields, differentiation
reflects that there are some unique solutions in different application fields or innovative solutions under new application requirements,
and optimization reflects that there are some optimizations for specific scenarios. This paper can help academic researchers
consider what should be done in the future and industry personnel consider how to build efficient practical network systems.
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1 Introduction

Cloud computing, big data, and artificial intelli‐

gence (AI) have endless demands for massive infor‐

mation processing and transmission capabilities. To

meet the resource demands of the development of

applications, it is urgent to connect massive process‐

ing nodes into a larger system by various network tech‐

nologies. The above large computing system is called

large-scale high-efficiency network computing.

From the perspective of the network, we inves‐

tigate the network technologies used in various

large-scale high-efficiency network computing, hop‐
ing to deeply analyze the typical network characteris‐
tics and provide a design basis for the development
of network technologies to support high-efficiency net‐
work computing.

With the large increase in the number of Inter‐
net users, the Internet has become a complex giant
system. At present, there are 4.57 billion Internet users,
accounting for 58% of the world’s population. The
Internet has three important characteristics.

First, networking technologies are changing
rapidly. Ethernet has developed into a rich family,
from 100 Mbps, 1 Gbps, 2.5 Gbps, 10 Gbps, 40 Gbps,
100 Gbps, to 400 Gbps. It makes a variety of technol‐
ogies coexist, while some technologies (e.g., Token
Ring, FDDI) disappear. In April 2022, the number of
core protocol specifications of the Internet (i.e., RFC)
was larger than 9000 (https://rfc.ietf.org). There are
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more than 70 000 border gateway protocol (BGP)
routing domains on the Internet. There are more than
100 million routers at the carrier and enterprise lev‐
els, not including home routers.

Second, there is a rapid development of data cen‐
ters. In 2021, there were 326 ultralarge data centers in
the world. The data transmission rate of data centers
reaches 1.7 ZB/month, that is, 52.47 Pbps. In addi‐
tion, the global data centers have 524 691 100-Gbps
links, with an average of 830 100-Gbps exports per
data center.

Third, the computing power of the Internet is de‐
veloping at an unimaginable speed. Taking the com‐
puting power of the global TOP500 as an example,
both the computing power of the fastest supercom‐
puter and the total computing power rise almost lin‐
early, following the 10-fold law. Fig. 1 shows the com‐
puting power of the TOP500 in different years. The
green line indicates the total computing power of the
TOP500, the brown line indicates the computing pow‐
er of the fastest supercomputer, and the blue line indi‐
cates the computing power of the supercomputer rank‐
ing last in each year. As shown in Fig. 1, the TOP500
was first proposed in 1993, with a total computing pow‐
er of less than 1 TFlops. However, in 2021, the com‐
puting power reached exascale. At the end of 2021,
among the TOP500, China ranked first in the total
number of units, and the United States ranked first in
the total computing power (https://www.top500.org).

Under the premise of constant computing power,
the network performance and network bandwidth be‐
come the decisive factors for data processing. The data
provided by Mellanox indicate that using 100 Gigabit
Ethernet (GbE) is 6.5 times faster than using 10 GbE
under constant computing power. Thus, network per‐
formance has become a widely studied capability (Guo
et al., 2016).

At the same time, the ratio of network band‐
width to CPU computing power is changing dramati‐
cally. Before 2010, the annual growth rate of network
bandwidth was approximately 30%. Then, it increased
slightly to 35% in 2015 and reached 45% in 2020.
However, the growth rate of CPU computing power
dropped from 23% before 2010 to 12% before 2015
and then to an average annual growth rate of 3.5% in
recent years. The above trend brings benefits and
opportunities to heterogeneous network engines.

To this end, the high speed and diversification
of the network have become the development trend,
and it is necessary to explore new models and new
paths for the development of network technologies.
Prof. Jiangxing WU proposed that the existing network
technology development paradigm of self-evolution
can no longer meet new development needs. It must
be completely reformed from the perspective of think‐
ing, methodology, and practice norms. Wu (2022) and
Ji et al. (2022) proposed a polymorphic intelligent
network environment (PINE, multimodal network for
short). It provides a new paradigm and new ideas for
the research and development of network technology.

To well investigate the current state of the net‐
work technology involved in high-efficiency network
computing, we divide the network technologies into
three fields: supercomputing, data centers, and the In‐
ternet (a narrow sense). The corresponding technical
characteristics are summarized in Table 1. As shown in
Table 1, the requirements for the network computing
techniques are different in different application fields.

Overall, the development trend of network tech‐
nology is integration, differentiation, and optimization.
From a macro point of view, the performance demands
are similar under different scenarios. For example,
high throughput and low latency are the main goals
for both the data center and supercomputing. Thus,
techniques that can support common goals can achieve
rapid development. There are no clear boundaries in
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Fig. 1 Diagram of supercomputing TOP500 performance
from 1993 to 2021
The graph is generated from the www. top500. org website.
References to color refer to the online version of this figure
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network technologies in different fields. In this case,
the techniques of different systems show a trend to‐
wards integration. However, from a microscopic point
of view, within computer networks, many new tech‐
nologies have evolved according to the goals pursued
by different applications. Due to the fertile soil of the
Internet, nutrition is improving, and the thin waist of
the Internet is gradually transitioning to a thick waist.
In other words, it shows the trend of differentiation.
To satisfy the high performance requirement, optimi‐
zation is a permanent topic.

On one hand, many fields of high-efficiency net‐
work computing, such as Internet point of presence
(POP), scientific computing, cloud computing, large-
scale data processing, and AI computing, show the
trend of network technology integration, complemen‐
tarity, or even unity. On the other hand, to pursue spe‐
cific performance demands, there is a trend of differ‐
entiation. Generally, network technologies in the field
of high-efficiency network computing show a trend
of coexistence of integration, differentiation, and op‐
timization. For example, for the data center and super‐
computing, 100/400 Gbps Ethernet is widely adopted
as it is highly cost-effective, which shows the trend
of integration. However, for different special demands,
we need to take some targeted designs. It shows the
trend of differentiation. For example, under the case
of low latency, the InfiniBand (IB) technique is intro‐
duced. In the case of security transmission, the quick
user datagram protocol (UDP) Internet connections
(QUIC) mechanism is introduced. To satisfy the high
performance requirement, continuing efforts are made
to optimize the different kinds of techniques. For exam‐
ple, in-network computing is proposed to decrease the
service latency and increase the throughput. It shows
the trend of optimization. Due to space limitations, this
paper focuses mainly on the point-to-point and end-
to-end issues in the network, and other networking

issues such as software-defined network (SDN) will
be discussed in another paper.

2 Integration trend

The integration trend is manifested mainly in
the network layer, link layer, and physical layer.

2.1 Heterogeneous network complementarity

Taking high-performance computing (HPC) as
an example, the inherent networking requirements
are multifaceted, and heterogeneous network integra‐
tion is a trend. The interconnection between comput‐
ing nodes pursues high bandwidth, low latency, and
zero packet loss. However, the connection between
storage systems and visualization systems requires high
bandwidth and compatibility. For the connection of the
control, debugging, and diagnosis systems, generality
instead of high bandwidth is needed. The origin of
the heterogeneous network complementation is im‐
plemented in IBM ’s Blue Gene’s L-series HPC sys‐
tem. In the development process, Blue Gene’s Q series,
Tianhe computer system, etc., are also milestones for
heterogeneous networks in HPCs.

There are five types of networks in the Bule
Gene L series (Coteus et al., 2005). The first one,
named 3D-Torus, connects all computing nodes, pro‐
viding high-bandwidth and low-latency connections
for large-scale computing. The global collective net‐
work and the global interrupt network are designed
together with 3D-Torus, occupying 2–4 bits, and they
perform global aggregation operations. The fourth is
the I/O network, which uses GbE technology to ac‐
cess the external storage network. The fifth is the ser‐
vice network, which uses fast Ethernet to connect all
joint test action group (JTAG) information. JTAG is
used to diagnose hardware at the signal level.

Table 1 Technical characteristics of large-scale high-efficiency network computing

Performance indicator

Performance
Scalability

Compatibility
Security
Operation and maintenance

Supercomputing
(intranet)

Extremely high
Middle

Middle
Middle
High

Supercomputing (extranet
and auxiliary network)

High
Middle

High
Middle
High

Data center

High
Extremely high

(smooth upgrading)
High

Extremely high
Extremely high

Internet

Middle
Extremely high

(smooth upgrading)
Extremely high

High
High

1735



Su et al. / Front Inform Technol Electron Eng 2022 23(12):1733-1746

Fig. 2a is a diagram of four RACKs. Each RACK
is divided into the upper part and the lower part. The
red part is the midplane, connecting 16 nodes. Each
node includes four communication nodes and 32 com‐
puting nodes. Fig. 2b is a top-level view of the Blue
Gene L control network, connecting multiple Ether‐
net switches. Fig. 2c is the configuration diagram of
half RACK. The midplane includes a service card, a
built-in Ethernet switch connecting 16 nodes, and four
link control CFPGAs.

The Q series developed by IBM in 2012 is a
milestone in the complementarity of heterogeneous
networks. In the Q series, in addition to maintaining
five types of networks, IBM has increased the inter‐
connection of computing nodes from 3D to 5D, there‐
by reducing the radius of the system and the latency
between nodes. In the service node, the Q series adopts
10 GbE or IB as the interconnection of the file server
nodes, which improves the compatibility, versatility,
and performance.

In the Tianhe supercomputer system, the storage
network and the control network are also well de‐
signed. The former is used for connecting the storage
systems, and the latter is used to collect the running
status of each node.

2.2 Generalization of link technology

It is shown that the generalized interconnection
technology occupies the majority of the massively
parallel processing (MPP) link technology. From the
changes in the TOP500 interconnection technology,
it can be observed that the trend is to improve the

link speed and shorten the point-to-point delay. The
main method to shorten the delay is to reduce the con‐
nection radius of the MPP system and improve the dif‐
ference between the local memory access time and
the remote node access time, such as Thinking Ma‐
chine ’s 2D mesh, Cray ’s 3D-Torus, FatTree struc‐
ture, and the hybrid network structure of 5D and other
multiple networks in IBM Blue Gene.

As shown in Fig. 3, the proportion of general
technology has gradually increased. For example,
415 units, accounting for 83% of the list in Novem‐
ber 2021, use IB or Ethernet technology. At the same
time, among the top 10 supercomputer systems in the
TOP500, systems with customized and proprietary
interconnection networks account for up to 40%. With
the rapid development of Ethernet and IB network
technologies, Myrinet (Boden et al., 1995), Quadrics
(Petrini et al., 2002), SP Switch, NUMAlink, and
other interconnection networks used in early HPC
systems have been gradually withdrawn from the his‐
torical stage.

2.3 Link transmission unification

At present, the technique of the link layer shows
unprecedented unity, and SerDes technology is widely
used. SerDes technology was originally used in opti‐
cal fiber communication. With increasing speed, high-
speed serial interfaces have become the mainstream.
The serial interface uses mainly differential signal trans‐
mission technology, which has the characteristics of
low power consumption, strong anti-interference, and
high speed. SerDes technology can be divided into
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four categories: (1) parallel clock SerDes, which seri‐
alizes the parallel wide bus into a plurality of differ‐
ential signal pairs and transmits the clock in parallel
with the data; (2) 8B/10B encoding SerDes, which
maps each data byte to a 10-bit code, and then seriali‑
zes it into a single signal pair; (3) embedded clock
SerDes, which serializes the data bus and clock into
a serial signal pair; (4) bit-interleaved SerDes, which
aggregates bits from multiple input serial streams
into faster serial signal pairs. The disadvantage of
SerDes technology is that it requires super precise and
ultralow jitter components to provide the reference
clocks needed to control high data rate serial signals.

In summary, SerDes technology is widely used
because of its high bandwidth, low signal number,
and many other benefits (such as reduced routing con‐
flicts, reduced switching noise, lower power consump‐
tion, and low packaging costs). Applications include
PCI-e Gen3/4/5, 4/8/16 Lane, Ethernet 40/100/400/
800 Gbps, IB, SATA, etc.

3 Differentiation trend

The transport layer, network layer, and link layer
have targeted designs for special needs, for example,
the advanced and customized interconnection system
developed for high-end supercomputing, the integrated
design of internal routers and network cards for data
centers, and the implementation HTTP/3 based on
QUIC and transport layer security (TLS) for optimiz‐
ing data security transmission efficiency.

3.1 High-end system customization

Among the top 10 systems of the TOP500, to
meet the urgent need for communication performance
brought by the exponential improvement of HPC per‐
formance, advanced enabling technologies are widely
adopted in high-end systems and customized inter‐
connection networks. In addition, it can be specifically
optimized for the communication characteristics of
HPC applications. The above approaches are adopted
by top HPC systems, even at a high cost. For exam‐
ple, among the 57th HPC TOP500 list of supercom‐
puting systems released in June 2021, 7.4% and 1.2%
of the listed systems use customized interconnection
and proprietary interconnection respectively, but their
performance share ratios are as high as 11.59% and
17.66% respectively. Among the top 10 systems, cus‐
tomized and proprietary interconnection networks ac‐
count for as much as 40%. Typical high-end custom‐
ized and proprietary supercomputing interconnection
technologies include Cray XC30 and Slingshot inter‐
connects (de Sensi et al., 2020), TH Express (Liao
et al., 2015), Tofu Interconnect 2 (Ajima et al., 2014),
and Bull BXI Interconnect (Derradji et al., 2015).

The high-index routing chip of the Tianhe cus‐
tom network adopts the tile-based multiport binding
scalable switching architecture MBTR (Dai et al.,
2019). By integrating multiple physical port-related
buffering and arbitration logic resources in a single
tile, the on-chip storage overhead can be reduced by
50%–75% and can achieve 100% throughput. In addi‐
tion, with the hierarchical single-cycle high-order arbi‐
tration mechanism, the critical path transmission delay
on network on chip (NoC) is only 30 ns. On the other
hand, with the single-lane bandwidth of the high-speed
serial transmission varying from 56 to 112 Gbps, or
even 224 Gbps, the link error rate increases with the
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increase of link bandwidth. The low latency and high
reliability become important challenges for the de‐
sign of high-index routing chips. To achieve a low-
latency and high-bandwidth hardware transmission
protocol stack, the Tianhe interconnect network adopts
the lane-adaptive multilink dynamic binding physical
code sublayer (PCS), low-latency forward error cor‐
rection (FEC) code, efficient retransmission at the
link layer based on the sliding windows mechanism,
and full connection/semiconnection end-to-end reli‐
able data transmission.

The development trend is of high order and high
redundancy. Customized and proprietary HPC inter‐
connection networks typically use a tiled distributed
switching fabric, where the number of physical ports
per tile is referred to as the order of the higher-order
switch chip. In HPC systems, the use of high-level
switching chips to build an interconnection network
can reduce the radix of the system interconnection
and the average number of hops in communication
between nodes, thereby reducing the communication
delay between nodes. High redundancy can not only
provide flexibility for interconnecting network topol‐
ogy design but also improve reliability through re‐
dundant links. As predicted by Kim et al. (2005), with
the continuous progress of integrated circuit technol‐
ogy, switching chips are constantly developing in a
higher-order direction. However, switching chips also
face many challenges, such as the design of high-
throughput scalable switching structures and scalable
network topology design.

3.2 Integration design for the network and interface

In pursuit of high throughput, low latency, low
cost, and easy management, data center networks gen‐
erally use a single network technology, which is dif‐
ferent from high-end HPC. Google proposed a tightly
coupled data center network (Gibson et al., 2022),
which changed the hierarchical design approach. It
designs the network card and the top of the cabinet
switch together and compresses the transmission
delay. In this case, it shows the following features:
predictable, high bandwidth, and low latency.

Google takes the TiN ASIC chip instead of the
CPU chip as the core of the computing system. Each
TiN provides three kinds of networking methods:
(1) Two 16*PCIe Gen3.0s are connected to two servers.

(2) One 100-Gbps Ethernet is connected to the clas‐
sic backbone switch of the data center, thus incorpo‐
rating the server pool of the new structure into the
computing, networking, and storage capabilities of
the overall data center. (3) Among 32 dedicated links
of 25 Gbps, eight are used for interconnection between
points of delivery (PODs), and 24 are used for inter‐
connection within PODs.

The basic module of POD contains two TiN
ASIC chips and four servers. Six basic modules con‐
stitute a POD. The POD has excellent networking
and computing capabilities. The POD has 12 100-Gbps
Ethernet interfaces to connect with other computer
systems in the data center. Each chip has 600 Gbps
interconnection capability, a total of 7.2 Tbps intra-
POD connection capability, and 9.6 Tbps inter-POD
connection capability.

The innovation of this structure is manifested in
three aspects. First, the traditional interconnect rout‐
ing node and the network interface card are combined
into one chip while supporting three types of proto‐
cols. Second, the three stages of delay from the bus
to the network interface card and then to the routing
chip are compressed to one stage so that the delay is
greatly shortened. Third, a dedicated low-latency data
center interconnect link is proposed and designed.

Google established a prototype system consist‐
ing of 576 TiNs and 500 servers. It is tested under
the delay-based congestion control scenario. When the
network card reaches wire-speed traffic, the delay of
the switching fabric can be maintained at 40 µs. If the
load is under 70%, the latency is less than 20 µs. In
addition, it is proven that we can effectively isolate
low-latency traffic data from high-latency traffic data
by adopting two load modes.

3.3 Transmission protocol customization

Transmission control protocol (TCP) is a com‐
mon transmission protocol for the Internet, data cen‐
ters, and HPC systems. TCP has always been consid‐
ered unshakable in terms of reliable transmission.
However, the problem of restricting the application de‐
velopment has always been hoped to be overcome for
TCP. For example, since the TCP is usually imple‐
mented in kernel mode, its update and expansion will
result in the update of the entire kernel, resulting in a
lower speed of iteration of the TCP.
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“Many-to-one” data transfer is common in data
centers, so it is easy to produce the TCP incast problem
(a catastrophic TCP throughput collapse). In this case,
the data center TCP (DCTCP) and the incast conges‐
tion control for TCP (ICTCP) were born. As the scale
of data centers continues to expand, more efficient
transmission protocols need to be proposed to meet
the characteristics of data center scenarios (such as
multipath transmission and differentiated application
requirements).

Hypertext transfer protocol (HTTP), hypertext
connection, and uniform resource descriptor provide
the technical basis for the popularity of web on the
Internet. As security concerns grow, hypertext trans‐
fer protocol secure (HTTPS) over TLS has become
the standard. However, TCP plus TLS results in a
large transmission delay. At the same time, a TCP
session can be transmitted only in sequence, not con‐
currently. Therefore, there is a tendency for differen‐
tiation at the transport layer. The HPC developed the
efficient transport layer protocol of RDMA several
years ago. In the following subsections, we de‐
scribe mainly the secure transmission technologies
such as QUIC and MPQUIC in recent years. QUIC
and MPQUIC show rapid development. QUIC has
advantages over TCP, such as protocol entrenchment,
implementation entrenchment, handshake delay, and
head-of-line blocking delay. However, most existing
applications are designed to focus on TCP. In addi‐
tion, QUIC shows some deficiencies in some scenar‐
ios. For example, the firewall cannot decrypt the
QUIC traffic for packet inspection, and thus mali‐
cious traffic easily enters the network. Thus, some
researchers still believe that TCP cannot be replaced
by QUIC in the short term. In the long term, QUIC
instead of TCP may be the mainstream. In addition,
this paper focuses on high-efficiency computing net‐
works. In this case, in the following subsections,
QUIC/MPQUIC is still discussed under scenarios of
network transport protocols in high-efficiency com‐
puting domains.

3.3.1 QUIC mechanism

Although TCP is the basic protocol of the Inter‐
net, breaking through the limitations of TCP has
attracted much attention due to the need for secure
transmission. In particular, since 1 to 3 round trip

time (RTT) delays are required in the TCP plus TLS
solution, the approach is widely criticized.

In response to this demand, Google proposed
the QUIC protocol, which is a UDP-based transport
layer protocol. It was deployed in 2012. After nearly
10 years of running-in, the IETF finally launched the
standard RFC9000 in May 2021 (Iyengar and Thom‐
son, 2021). An RFC lasting 12 years is extremely
rare. At present, the industry has designed a new QUIC
protocol stack based on the flexibility of the user mode
implementation of the QUIC protocol to support new
application requirements of various businesses, such
as streaming media transmission, web page loading,
and real-time virtual reality/augmented reality (VR/AR)
interaction.

The QUIC protocol is implemented in user mode,
providing the possibility to flexibly customize proto‐
col functions according to user needs. In addition, the
QUIC protocol can provide reliable and secure en‐
crypted transmission based on 0-1 RTT low-latency
connection establishment. The QUIC protocol currently
has 24 kinds of protocol implementations. Chrome
enables the use of the QUIC protocol by default.
Microsoft Edge, Firefox, and Safari also provide
QUIC protocol support. In 2018, the HTTP working
group and QUIC working group of the IETF jointly
released the QUIC-based protocol stack, i.e., HTTP
over QUIC, later renamed HTTP/3 (Bishop, 2021).
As of 2019, 4.6% of websites (approximately 9.1% of
traffic) used QUIC, and 42.1% of Google’s traffic was
transmitted through the QUIC protocol. As of 2021,
75% of Facebook ’s traffic was transmitted through
QUIC (https://www.ietf.org/blog/quic-industry/).

The QUIC protocol stack includes the transport
layer, TLS, and part of the application layer. The
header is unencrypted text, and the content part is
encrypted. At the same time, QUIC supports multi‐
stream multiplexing on a single connection by logi‐
cally opening multiple streams concurrently between
applications, thereby alleviating the head-of-line block‐
ing problem. The QUIC protocol encrypts the packet
content to avoid tampering with the packet content
by the middleware. The sequence number of QUIC
messages is increased, and the sequence number of
retransmission is different from the previous mes‐
sage sequence number to avoid ambiguity caused by
retransmissions. At the same time, the ACK frame
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contains the round-trip delay for more accurate RTT
measurement. QUIC connections are identified by
connection-ID instead of traditional IP/port five-tuple,
which can achieve more convenient connection migra‐
tion (Langley et al., 2017).

3.3.2 MPQUIC mechanism

The MPQUIC protocol extends multipath on the
basis of the QUIC protocol to provide high band‐
width and reliability for transmission. As we all know,
fixed network, Wi-Fi, mobile communication, satel‐
lite communication, and some other networking ap‐
proaches are available at the same time in many occa‐
sions. To this end, it supports the establishment of
multiple paths in one transmission connection at the
same time, realizes concurrent transmission, and pro‐
vides alternate paths, having the advantages of im‐
proving network link utilization, enhancing network
robustness and multipath bandwidth aggregation, sup‐
porting mobility, and improving transmission reliabil‐
ity. Although the IETF proposed the multipath trans‐
mission protocol MPTCP in 2013 (Ford et al., 2020),
it cannot solve the problems of concurrent transmis‐
sion and slow connection.

de Coninck and Bonaventure (2017) proposed a
multipath transmission MPQUIC based on the QUIC
protocol and a draft of the MPQUIC technology, which
was updated to version 01 (Liu et al., 2022) in February
2022. The QUIC protocol has been widely adopted due
to its flexibility and low latency, although the appli‐
cation of MPQUIC technology is still in its infancy.

de Coninck and Bonaventure (2021) extended mul‐
tipath transmission based on the plug-in protocol imple‐
mentation of MPQUIC and then proposed MFQUIC.
MFQUIC regards bidirectional paths as two unidirec‐
tional flows, and each unidirectional flow is indexed
by UCID. This design can effectively improve the trans‐
mission efficiency of networks with large differences
in uplink and downlink (such as ADSL and satellite
network). Based on the self-developed XQUIC pro‐
tocol stack, the Alibaba Tao Department technical team
proposed a multipath transmission XLINK architec‐
ture for the short video application (Zheng et al., 2021).
The architecture includes priority-oriented multigran‐
ularity reinjection scheduling algorithms, packet sched‐
uling algorithms based on user experience feedback,
and path control algorithms. By designing the extension

fields of MPQUIC packets and adopting a fast path
for responses, it can reduce the first video frame
latency and the playback delay of short videos, and
guarantee the balance between transmission perfor‐
mance and overhead. XLINK has passed more than
three million short video transmission experiments.
The test shows that compared with single-path QUIC,
XLINK reduces the request completion time by 19%–
50%, the first frame delay by 32%, and the buffer rate
by 23%–67%, while introducing only 2.1% redundant
traffic. The team submitted XLINK as a draft, updated
to version 04 (Liu et al., 2020) as of October 2021.

In terms of the MPQUIC packet scheduling
mechanism, the default scheduling algorithms in‐
clude the minRTT algorithm that preferentially se‐
lects the path with the lowest latency and the round
robin algorithm that selects paths in a round robin
manner. In both algorithms, the latency and fairness
are taken into account when scheduling packets. How‐
ever, in a heterogeneous network environment, when
packets are transmitted to the receiving end by paths
of different qualities, a large number of out-of-order
packets will be generated, causing serious problems
of head-of-line blocking and buffer expansion. To bet‐
ter adapt to the transmission of heterogeneous links,
Ferlin et al. (2016) and Lim et al. (2017) designed
the BLEST and ECF packet scheduling algorithms,
respectively. The idea of the algorithms is to estimate
the congestion status of the path or the download com‐
pletion time and then to decide to wait or send pack‐
ets on the slower path.

In addition, due to the combination of multi‐
stream concurrency and multipath selection in the
MPQUIC protocol, the traditional multipath packet
scheduling strategy adds a dimension of scheduling
requirements, that is, stream granularity scheduling.
Shi et al. (2020) made improvements on the basis of
the original work and proposed PStream. At the same
time, they found that streams with large amounts of
data are more suitable for transmission on the basis
of high bandwidth, and that streams with small amounts
of data are suitable for transmission on the basis of
low latency. In the same year, the work SRPT (Jon‐
glez et al., 2020) adopted the transmission strategy
that small streams have high priority in flow granu‐
larity scheduling. By combining the ECF path se‐
lection strategy, the completion time was reduced
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compared with other algorithms in the experiment of
loading Wikipedia pages.

4 Optimization trend

With the independent development of comput‐
ing and networks, some computing operations with
low computational loads, such as sum operations and
max operations, can be executed in network devices
by integrating some computing components into net‐
work devices (i.e., switches and routers). In this case,
the network devices can well support the demands
of high-efficiency network computing. For exam‐
ple, a 32-bit computing operation is integrated into
the switch of Mellanox. Thus, in-networking com‐
puting or computing-in-networking is proposed.
The field of data centers is generally referred to as
in-network computing. In the field of supercomput‐
ing, it is generally called collective computing. In-
network computing in data centers and supercomput‐
ers ’ collective computing use mainly programma‐
ble network devices (programmable switch ASICs,
network processors, FPGAs, programmable network
cards, etc.) to add repetitive and relatively simple
computing functions to the data plane of the net‐
work, which may be on a chip or device. Protocol
offloading aims at relatively complex computing func‐
tions, which can further integrate computing and net‐
working capabilities.

4.1 In-network computing in data centers

The innovation of software and hardware has
promoted the rapid development of in-network com‐
puting (https://conferences.sigcomm.org/sigcomm/2018/
workshop-netcompute.html). On the hardware side,
many hardware vendors have released programmable
products with performance guarantees, such as Bare‐
foot Tofino, Intel FlexPipe, Cavium XPliant, and Net‐
ronome Agilio. On the software side, in addition to
new network features such as in-network telemetry
and layer-4 load balancing, application-level features
such as key-value store (KVS) (Jin et al., 2017; Li BJ
et al., 2017) and consensus protocols (Dang et al.,
2016, 2020) have been proposed. The overhead of in-
network computing is usually very small and it does
not require additional space, cost, or power.

The service latency in a cloud environment is an
important performance metric, and thus reducing la‐
tency is important. In-network computing means that
a transaction is terminated in its path without reach‐
ing the end host for reprocessing, which results in
lower latency optimizations.

Another advantage of in-network computing is
throughput. The switch’s ASIC processes up to 10 bil‐
lion packets per second at wire speed, thus potentially
supporting billions of operations per second. Since
in-network computing is an additional function of
the network equipment, it is processed in the flow
of data, which eliminates the delay of data receiving,
data buffering, and data sending caused by additional
equipment and reduces energy consumption. For ex‐
ample, on a switch, the energy “cost” of one million
KVS queries is less than one watt.

Jin et al. (2017) proposed a key-value storage ar‐
chitecture called NetCache, which exploits the power
and flexibility of a new generation of programmable
switches to handle queries for hot items and balance
the load among storage nodes. It can provide high ag‐
gregate throughput and low latency. The authors im‐
plemented a NetCache prototype on Barefoot Tofino
switches and commodity servers. A single switch can
process more than two billion queries per second
while consuming only a fraction of hardware re‐
sources. The query object is 6.4×104 items, the key
is 16 bytes, and the value is 128 bytes. For high-
performance in-memory KVSs, NetCache increases
throughput by 3 to 10 times and reduces latency by
up to 50% for 40% of queries.

Li BJ et al. (2017) proposed a high-performance
KVS method, KV-Direct, which leverages a pro‐
grammable NIC to extend the RDMA primitives
so that the remote direct key-value can access the
host memory directly. A single NIC KV-Direct can
achieve up to 1.8×108 key-value operations per sec‐
ond, equivalent to the throughput of dozens of CPU
cores. Compared to the CPU-based KVS imple‐
mentation, KV-Direct is three times more power
efficient while keeping tail latency below 10 μs. In
addition, KV-Direct can achieve approximately lin‐
ear scalability through multiple network cards. By
installing 10 programmable NICs on commodity
servers, KV-Direct achieves 1.22 billion KV opera‐
tions per second.
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Li YJ et al. (2019) proposed a reinforcement
learning training acceleration solution iSwitch in
switches, which transfers gradient aggregation opera‐
tions from server nodes to network switches. In this
case, it can reduce the number of network hops for
gradient aggregation. This not only reduces the end-
to-end network latency for synchronous training but
also improves the convergence speed with fast weight
updates for asynchronous training. iSwitch redesigns
the distributed reinforcement learning training algo‐
rithm and proposes a hierarchical aggregation mecha‐
nism to further improve the parallelism and scalabil‐
ity of rack-scale distributed reinforcement learning
training.

4.2 Collective computing for supercomputing

As the scale of computing units in supercomput‐
ing systems continues to grow, there is an urgent
need to open up and develop high-level parallelism.
The system architecture must be re-examined from
the perspective of massively parallel computing and
communication to fully exploit the computing and
communication parallelism. In the field of HPC, a de‐
sign idea of processing data at a suitable position in
the system is proposed to reduce the amount of data
communication between nodes. From the perspective
of architecture, new system components are intro‐
duced to reasonably divide the distributed processing
of data instead of processing all the data in the local
or remote CPU. This collaborative architecture design
spans various computing components, networks, and
storage infrastructure, ensuring that each component
can be regarded as a system accelerator. Thus, it can
help improve system efficiency and optimize system
performance. Collective computing makes the tradi‐
tional CPU-centric processing mode evolve into a data-
centric processing mode based on network offloading,
which accelerates communication and computing.

Massage passing interface (MPI) application sta‐
tistics made by the HPC Advisory Council (HPCAC)
show that the collective communication time of a
large number of scientific computing and engineer‐
ing applications accounts for up to 80% of the total
MPI communication time and 60% of the total exe‐
cution time. Deep learning applications are also sen‐
sitive to collective communication performance.
Therefore, optimizing the performance of collective

communications is critical to the overall performance
of HPC and deep learning applications. The collec‐
tive communication hardware offload technology ef‐
fectively reduces the multiple transmissions of data
between various endpoints by offloading collective
communication operations from the CPU to the inter‐
connecting network chip, and improves the execu‐
tion efficiency of the application. This innovative
method of performing computation in the network re‐
duces the amount of data transmitted over the net‐
work, greatly reduces the amount of data traffic on
the network, and frees up valuable CPU resources
for computation. Mellanox proposed the idea of a
collective communication coprocessor, which pro‐
cesses data in the process of data transmission. It
develops the scalable hierarchical aggregation re‐
duction protocol (SHARPTM) by offloading collec‐
tive communication operations to Mellanox network
chips, using a communication tree to receive and re‐
duce data from source node groups, and distributing
the reduction results within the group. Network switch‐
ing chips or NICs can be used as aggregation
nodes of the logical SHARP tree. An aggregation
node can join multiple communication trees at the
same time, but the communication tree can per‐
form only one operation at a time. The SHARP pro‐
tocol effectively reduces the MPI collective commu‐
nication time by offloading the collective communi‐
cation network, and the NIC data throughput is in‐
creased by more than twice. In addition, it releases
many CPU resources, realizes a high overlap of com‐
puting and communication, and effectively acceler‐
ates machine learning applications. For example,
after the MPI_ AllReduce operation is offloaded to
the network, the communication delay is reduced by
75%. As the node size increases, the communica‐
tion delay maintains scalable and stable growth.
MPI_AllReduce is frequently called in deep learning
applications. Therefore, the performance of the bench‐
mark program ResNet, which uses the TensorFlow
distributed deep learning framework Horovod, is im‐
proved by 16% after SHARP acceleration (Song,
2019).

4.3 Protocol offloading

Different from in-network computing or collec‐
tive computing, protocol offloading generally achieves
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acceleration using relatively complex protocols as
individual components after adding physical or logi‐
cal processing components. For example, the TCP
offload engine TOE (Wang et al., 2008), or remote di‐
rect memory access (RDMA), is completely offloaded
on the network card. By bypassing CPU interven‐
tion, low-latency and high-bandwidth direct commu‐
nication of memory data between nodes is achieved.

In the data center, the commercial Ethernet pro‐
tocol uses RDMA to support highly reliable and delay-
sensitive services. With the rapid development of
data center applications such as cloud storage, the
standard TCP/IP protocol can no longer meet the
data center ’s requirements, such as high network
bandwidth, low latency, and low CPU overhead. In
HPC, the RDMA communication mechanism is used
to achieve efficient internode communication. How‐
ever, deploying RDMA in a data center is difficult.
Commercial RDMA is deployed using mainly IB
technology or dedicated customized network proto‐
cols, while most data centers are constructed using IP
and Ethernet technologies, which are incompatible
with IB protocol stacks. Managers are also reluctant
to deploy and manage two separate networks in the
data center. In this case, the industry has formulated
the RDMA over converged Ethernet (RoCE) stan‐
dard (InfiniBand Trade Association, 2010) and its up‐
graded version RoCEv2 (InfiniBand Trade Associa‐
tion, 2014). RoCEv2 retains only the transport layer
of IB and uses IP and UDP encapsulation to replace
the IB network layer (L3). The second layer (L2) is
replaced by Ethernet. The reason for the network
performance improvement brought by RoCE is that
RDMA offloads the entire transport layer logic to
the NIC. Compared with traditional software transport
protocols, RDMA can bypass the CPU to achieve
direct access to remote memory, thus providing low
CPU overhead and zero-copy low-latency communi‐
cation. Microsoft further proposed a priority-based
flow control (PFC) under the IP layer based on differ‐
entiated services code point (DSCP), which extends
RDMA from Ethernet to the IP layer (L3). It realizes
the large-scale deployment of RDMA and the coexis‐
tence between RDMA and TCP in data centers. RDMA
is used for data center internal communication, and
TCP communication is still used between data centers
(Guo et al., 2016). With the large-scale deployment of

RDMA in data centers, Microsoft data centers (Zhu
et al., 2015; Guo et al., 2016), Google data centers,
Microsoft Azure cloud computing, Baidu Machine
Learning, and Tencent have all leveraged RDMA to
meet the strict requirements for network latency,
throughput, and CPU computing energy performance
of online services, large-scale data centers, and cloud
computing. In some time periods, it formed a situa‐
tion of “Everything is over RDMA.”

The early implementation of offloading gener‐
ally used FPGA or dedicated network cards (also
called smart network cards). By accelerating some
common operations, it releases the computing pres‐
sure of the server and improves the performance-price
ratio of the overall solution. The extensiveness of
offloading requirements and the diversity of accelera‐
tion functions have created a living space for the pro‐
posal and development of data processing units (DPUs).

DPU is considered to be the third largest pro‐
cessing unit after CPU and GPU. The CPU performs
general computing, the GPU achieves accelerated
computing, and the DPU is responsive to the data
movement and data processing within the data cen‐
ter. DPU generally contains three elements. The first
element is the high-performance network interface,
which can realize syntax analysis and data trans‐
mission at wire speed. The second one is a high-
performance, multicore, programmable CPU with
industry standards, which is precisely coupled with
other components. The last element is the flexible and
programmable acceleration engine that can acceler‐
ate machine learning, security, communications, stor‐
age, and so on.

The DPU works well for the following situa‐
tions: (1) syntax analysis of data packets, which is
beneficial to the implementation of Open VSwitch
(OVS); (2) TCP acceleration, including receive side
scaling (RSS), large receive offload (LRO), and
checksum; (3) RDMA data transmission accelera‐
tion; (4) GPU direct accelerator, which directly pro‐
vides network data for the GPU; (5) VXLAN net‐
work virtualization and VTEP offloading; (6) a traffic
shaping accelerator, which enables multimedia stream‐
ing, content distribution, and transmission of 4K and
8K video over IP networks; (7) single root I/O virtuali‑
zation (SR-IOV) and VirtIO; (8) online acceleration
of IPSEC and TLS, which can be used for security
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isolation, trust root, security root, secure firmware
upgrade, and authorized container.

In recent years, Smart NIC has further enhanced
the offload processing of network security and storage-
related loads by integrating DPU components (https://
www.mellanox.com/products/BlueField-SmartNIC-
Ethernet). In the field of HPC, Ohio State University’s
Network Based Computing Laboratory (NBCL) de‐
signed a DPU-accelerated BluesMPI, which offloads the
nonblocking converged communication MPI_Alltoall
to the ARM core of the BlueFieldTM smart network
card (Bayatpour et al., 2021). Recently, the NBCL has
used DPU-integrated ARM cores for the first time to
accelerate different stages of deep learning training,
including training data loading, data augmentation,
and training model validation. These offloading opera‐
tions can reduce the overall deep learning training
time by 15% (Jain et al., 2021).

The DPU can be an independent component. It
is expected to become a key component of the next-
generation server.

4.4 Cross-layer optimization

The development trend of multinetwork integra‐
tion in high-performance networks reflects the fol‐
lowing three aspects. First, with the rise of lossless
Ethernet in recent years, RoCE technology has con‐
tinuously demonstrated “affinity” in supporting HPC
communication. For example, Amazon’s Cloud HPC
adopts scalable reliable datagram protocol (SRDP)
technology similar to RoCE to support HPC applica‐
tions with millions of cores. Second, the HPC net‐
work supports the Ethernet protocol stack and its upper-
layer applications through network interface virtual‐
ization technology. For example, while supporting HPC
programming models such as MPI, SHMEM, and
PGAS, the open fabrics network standard interface
uses the address active registration/address unicast
query mechanism to realize the address resolution
protocol (ARP) function. In addition, it implements
the virtual layered network communication mecha‐
nism IP over Express (IPoE) based on the kernel
encapsulation interface, thus providing support for
TCP/IP high-bandwidth communication. Third, the
network hardware infrastructure directly provides
multimode configurable functions and supports the
mutual conversion and interoperability between

multiple network protocols, to realize the intercon‐
nection and interoperability of different types of net‐
works and provide communication support for differ‐
ent types of applications. At present, network pro‑
ducts with converged features have appeared, such as
the ConnectX-6 VPI developed by Mellanox (de Sensi
et al., 2020), which realizes 200 Gbps IB and Ether‐
net converged interconnect chips. It has high perfor‐
mance, such as low latency and high bandwidth, which
can greatly improve the performance of the HPC sys‐
tem and data center. ConnectX-6 VPI also integrates
network virtualization offload technology to create ef‐
ficient hyperscale cloud and SDN/NFV data centers.

In addition, the Slingshot Switch produced by
Cray has strong Ethernet compatibility and availability.
It can support supercomputing and data centers at the
same time, allowing the Cray system to build a large-
scale interconnected network on 250 000 computing
terminals with a diameter of three network hops. Sling‐
shot Switch can also connect directly to third-party
Ethernet storage devices and Ethernet networks. In
summary, with the continuous development of multi‐
network fusion technology, the boundaries between
HPC environments and data centers are increasingly
blurred. Using the same set of infrastructure to support
HPC, big data processing, and AI computing will be an
important trend in the development of HPC intranets.

Note that Cray ’s Slingshot E-class HPC inter‐
connection architecture has completed the interop‐
erability test with the Mellanox Ethernet interface
card ConnectX-5 and implemented the data center
RoCE protocol on the HPC interconnection network
(de Sensi et al., 2020). HPC networks and data cen‐
ter network facilities are gradually moving towards
integration.

5 Summary

Driven by the development of the Internet, super‐
computing, cloud computing, big data, AI, and AR/
VR of the Metaverse, increasing demands on net‐
work technology have been proposed. From the per‐
spective of the overall development of network tech‐
nology, this paper summarizes three development trends
of network technology, i.e., integration, differentiation,
and optimization. It aims to provide useful guidance
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for related system designers and key technical points
for researchers.
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